Table of Contents

Racl1gR20nSolaris 1
) I F T8 006 10Te] 5 o) 1 RN 1

1.1. Overview of new concepts in 11gR2 Grid Infrastructure.........cccceeevveerieenieeniieerieeenieeene 1

Ll L SCAN e e e e ettt e e e e e et e e e e e et a e e e e e e eeetaaaeaeeeeeetarraaaeeeaas 1

L L2 GIN S e e et e e et e e e e e —a e e e e e ee e aaaa e e e e eeetarrraaaaeaas 1

1.1.3. OCR and Voting on ASM SEOTAZE. ....cccvveerurrerrieriienieerieeenieeenieeenieeesieeesveesreens 1

1.1.4. Passwordless automatic SSH CONNECHIVILY.......eevveerveerrieeiiiieiiieenieeiie e 1

1.1.5. Intelligent Platform Management interface (IPMI)........ccccceeviiiniiinieenieenneen. 1

1.1.6. THIE SYIIC.cuutiiuiieiieeiiieeeteeette et e et e e tte ettt e st e e sateesabeesabeesabeeenbaeenbaeenneeesnbeesabeenn 2

1.1.7. Clusterware and ASM share the same Oracle HOME............vvvvvvvvvvvvveeeeeeeeennnn. 2

LIBACES/ADVIM... ..ottt eae e e e e e e earae e e e e eeeareaaeeeeeas 2

1.2, SyStem REQUITEIIIENLS .. veeuveerutieetieeniieeriteesiteesteeettesbeeeteeestteestteesateesabeesabeesnseesnseeesnseesaseesabeesnseesaseesssseenases 2
1.2.1. Hardware REQUITEINEILS. . .uveerutierteeetieeniieeniteesiieeetteetteestteesiteesiteesuteesbeesbeeeseeesaseesnseesaseesnseeenne 2

1.2.2. Network Hardware REQUITEIMEIILS. ......veeruveeriiieriiieeiieeiteeniteesiteesiie e st e eitesbeeesieeesiteesnaeesnbeesbeeenns 4

1.2.3. TP Address REQUITEINENLS ... .eevuviertieriieeniieeriteesiieeetteetteestteestteesaaeesuteesbeesabeeessseessseessseesnseessseesnns 4

1.2.4. Installation MIETNOd. .......uueeeeiiiiiiiiiiiiiiiittiieeee ettt e e e e e e e e e e et e e e e e e e e e e e e e e e e e e s nnnnnnnnanes 5

2. *Prepare the cluster nodes for Oracle RAC ........c.ooiiiiiiiiiie ettt ettt ettt et e st e et 5
2 R OIS eI 0 101115 SRR 5

2.2, NEEWOTKIING. .. eeeuteeeiieeite ettt ettt ettt ettt ettt e st e et e e bt e e bt e e bt e e s bteesabeesabeesabaeebaeesteesnseesabeesbeennns 6

2.3. Synchronizing the Time on ALL NOES......ccccutiriiiriiieiiiieiieerieerie ettt ettt siteesteesbeesbee e 7

2.4. Configuring Kernel ParameElers.......c.ueerueeeriieriieniieeiieeiteeniteesite e st e st e sbeesbeeesbaeesiteesateesbeesbeeenee 7

2.5. Create the Oracle INVENIOrY DIT@CIOTY .. ueevurteriiieriieriieeiteeite et ettt e et e e bteebteesbaeesibeesabeesbeesbeeenes 8

2.6. Creating the Oracle Grid Infrastructure HOme DIir€CtOry.......cevuveeriririeeriiieiiieeniieerieesieeeiee e 8

2.7. Creating the Oracle Base DITECLOTY....cccuutirurieriiiiriieriieetteenite et esiteeeteeebeeebteesbaeesiteesabeesbeesbeeenes 8

2.8. Creating the Oracle RDBMS HOME DITECIOTY...c..veervieriieiriieeniieeniieeeieeeiteeiteeniaeesiaeesieeesbeesneeenne 9

2.9. Stage the Oracle SOFIWATE.......ccouiiriiiiiiiie ettt ettt e sateesbeesbeeenee 9

2.10. Check OS Software REQUITEIIEIIES. . ..uveeurreriiierieeriieetieertte ettt esiteeebeeebeeebteesbaeessteesabeesbeesabeeenne 9

3. Prepare the shared storage for Oracle RAGC ... ..c.cooiiiiiiiiiiieeiieete ettt ettt et iae et e sabee s 9
4. Oracle Grid Infrastructure INSTALL...........cooiiiiiiiiiiiiiiie et e e e e e e e e e e e eeeeeeeeeaeeeeeaeaeeeeeeas 13
4.1. Basic Grid Infrastructure Install (without GNS and IPMID)..........cccccciiiiiiiiiiiiiiiiiieeeeeeeeeenas 13

S. Grid Infrastructure HOme PatChing.......ccovuiiiiiiiiiieiiieniie ettt sttt et ettt e st esbeeebae e 32
6. RDBMS Software TINSTALL........ccooeeeiiiiieiiieiiieitttet ettt eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeesesesesesessssssnnnsnnsnnes 32
7. RAC HOME PALCRING. ...eeutieiiieeiieeiie ettt ettt ettt ettt ettt e st e s bt e st e e s bt e sabeeesabeesabeesnteesabeesabeesseeenes 45
8. Run ASMCA tO Create diSK@IOUDS. .....ueertieriieiiieeiieeeite ettt ettt ettt et e sate e sabeesabeesabeesabeesbeeesaeeesanes 45
9. Run DBCA t0 create the database. ......ccooeeuueeeieiiiiiiieiiieieieeeieeeeeeeeeeeeee ettt ee e e e e e e e e e e e e e e e e e e e e e e e e s e s esesesessnnsnnsnnes 48



Rac11gR20nSolaris

1. Introduction

1.1. Overview of new concepts in 11gR2 Grid Infrastructure

1.1.1. SCAN

The single client access name (SCAN) is the address used by all clients connecting to the cluster. The SCAN
name is a domain name registered to three IP addresses, either in the domain name service (DNS) or the Grid
Naming Service (GNS). The SCAN name eliminates the need to change clients when nodes are added to or
removed from the cluster. Clients using SCAN names can also access the cluster using EZCONNECT.

¢ The Single Client Access Name (SCAN) is a domain name that resolves to all the addresses allocated
for the SCAN name. Allocate three addresses to the SCAN name. During Oracle grid infrastructure
installation, listeners are created for each of the SCAN addresses, and Oracle grid infrastructure
controls which server responds to a SCAN address request. Provide three IP addresses in the DNS to
use for SCAN name mapping. This ensures high availability.

¢ The SCAN addresses need to be on the same subnet as the VIP addresses for nodes in the cluster.

¢ The SCAN domain name must be unique within your corporate network.

1.1.2.GNS
In the past, the host and VIP names and addresses were defined in the DNS or locally in a hosts file. GNS can

simplify this setup by using DHCP. To use GNS, DHCP must be configured in the subdomain in which the
cluster resides.

1.1.3. OCR and Voting on ASM storage
The ability to use ASM diskgroups for Clusterware OCR and Voting disks is a new feature in the Oracle

Database 11g Release 2 Grid Infrastructure.If you choose this option and ASM is not yet configured, OUI
launches ASM configuration assistant to configure ASM and a diskgroup.

1.1.4. Passwordless automatic SSH connectivity

If SSH has not been configured prior the Installation, you can prompt the installer to this for you. The
configuration can be tested as well.

1.1.5. Intelligent Platform Management interface (IPMI)

Intelligent Platform Management Interface (IPMI) provides a set of common interfaces to computer hardware
and firmware that administrators can use to monitor system health and manage the system.

With Oracle Database 11g Release 2, Oracle Clusterware can integrate IPMI to provide failure isolation
support and to ensure cluster integrity. You must have the following hardware and software configured to

enable cluster nodes to be managed with IPMI:

¢ Each cluster member node requires a Baseboard Management Controller (BMC) running
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firmware compatible with IPMI version 1.5, which supports IPMI over LANS, and configured for remote
control.

¢ Each cluster member node requires an IPMI driver installed on each node.
® The cluster requires a management network for IPMI. This can be a shared network, but Oracle

recommends that you configure a dedicated network.
¢ Each cluster node's ethernet port used by BMC must be connected to the [IPMI management network.

If you intend to use IPMI, then you must provide an administration account username and password to
provide when prompted during installation.

1.1.6. Time sync
Oracle Clusterware 11g release 2 (11.2) requires time synchronization across all nodes within a cluster when
Oracle RAC is deployed. To achieve this you should have your OS configured network time protocol (NTP).

The new Oracle Cluster Time Synchronization Service is designed for organizations whose Oracle RAC
databases are unable to access NTP services.

1.1.7. Clusterware and ASM share the same Oracle Home

The clusterware and ASM share the same home thus we call it Grid Infrastructure home (prior 11gR2 ASM
and RDBMS could be installed either in same Oracle home or in separate Oracle homes)

1.1.8.ACFS/ADVM

ADVM (ASM dynamic volume manager) and ACFS (ASM cluster file system) are currently not available for
Solaris. For details refer to note:

IS ACFS/ADVM SUPPORTED/CERTIFIED ON SOLARIS SPARC 64 PLATFORM? (Doc ID 973387.1)

1.2. System Requirements

1.2.1. Hardware Requirements

-Physical memory (at least 1.5 gigabyte (GB) of RAM)

# /usr/sbin/prtconf | grep "Memory size"

-An amount of swap space equal the amount of RAM

# /usr/sbin/swap -s

-Temporary space (at least 1 GB) available in /tmp

#df -h /tmp

-A processor type (CPU) that is certified with the version of the Oracle software being installed

-At minimum of 1024 x 786 display resolution, so that Oracle Universal Installer (OUI) displays correctly

1.1.5. Intelligent Platform Management interface (IPMI) 2



-All servers that will be used in the cluster have the same chip architecture, for example, all SPARC
processors or all x86 64-bit processors

-Disk space for software installation locations

You will need at least 4.5 GB of available disk space for the Grid home directory, which includes both the
binary files for Oracle Clusterware and Oracle Automatic Storage Management (Oracle ASM) and their
associated log files, and at least 4 GB of available disk space for the Oracle Database home directory.

-Shared disk space

An Oracle RAC database is a shared everything database. All data files, control files, redo log files, and the
server parameter file (SPFILE) used by the Oracle RAC database must reside on shared storage that is
accessible by all the Oracle RAC database instances. The Oracle RAC installation that is described in this
guide uses Oracle ASM for the shared storage for Oracle Clusterware and Oracle Database files. The amount
of shared disk space is determined by the size of your database.

-Check Operating System Packages:

Software Requirements List for Solaris Operating System (x86 64-Bit) Platforms:
Solaris 10 U6 (5.10-2008.10) or later

Packages and Patches for all installations
Solaris 10

SUNWarc

SUNWDbtool

SUNWocsl

SUNWhea

SUNWIibC

SUNWIibm
SUNWIibms
SUNWSsprot

SUNWtoo

SUNWilof (ISO8859-1)
SUNWilcs (ISO8859-15)
SUNWIil5cs
SUNWxwint

119961-05 or later
119964-14 or later
120754-06 or later
139556-08 or later
139575-03 or later
137104-02 or later

Software Requirements List for Solaris Operating System (SPARC 64-Bit):
Solaris 10 U6 (5.10-2008.10) or later

Packages and Patches for all installations
Solaris 10

SUNWarc

1.2.1. Hardware Requirements



SUNWbtool

SUNWocsl

SUNWhea

SUNWIibC

SUNWIibm

SUNWIibms

SUNWSsprot

SUNWtoo

SUNWilof (ISO8859-1)

SUNWilcs (ISO8859-15)

SUNWil5cs

SUNWxwi{nt

119963-14 or later (SunOS2 5.10: Shared library patch for C++)
120753-06 or later (SunOS?2 5.10: Microtasking libraries (libmtsk) patch)
139574-03 or later (SunOS2 5.10: file crle 1dd stings elfdump patch, required for Oracle Clusterware))

1.2.2. Network Hardware Requirements
-Each node has at least two network interface cards (NIC), or network adapters.

-Public interface names must be the same for all nodes. If the public interface on one node uses the network
adapter e1000g0, then you must configure e1000g0 as the public interface on all nodes.

-You should configure the same private interface names for all nodes as well. If e1000g1 is the private
interface name for the first node, then e1000g1 should be the private interface name for your second node.

-The network adapter for the public interface must support TCP/IP.

-The network adapter for the private interface must support the user datagram protocol (UDP) using
high-speed network adapters and a network switch that supports TCP/IP (Gigabit Ethernet or better).

-For the private network, the end points of all designated interconnect interfaces must be completely reachable
on the network. Every node in the cluster should be able to connect to every private network interface in the

cluster.

-The host name of each node must conform to the RFC 952 standard, which permits alphanumeric characters.
Host names using underscores ("_") are not allowed.

-If you follow best practices and implement redundant Network adapters please review MOS Note:1069584.1
"11gR2 Grid Infrastructure Multiple Private Network Adapters"

1.2.3. IP Address Requirements

-A public IP address for each node

-A virtual IP address for each node

-Three single client access name (SCAN) addresses for the cluster.

(Define the SCAN in your corporate DNS (Domain Name Service) You must ask your network administrator

to create a single name, that resolves to 3 IP addresses using a round robin algorithm. The IP addresses must
be on the same subnet as your public network in the cluster.)

1.2.2. Network Hardware Requirements 4
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1.2.4. Installation method
This document details the steps installing a 2-node Oracle 11gR2 RAC cluster on Solaris:
-The Oracle Grid Homes binaries are installed on the local disk of each of the RAC nodes.

-The files required by Oracle Clusterware (OCR and Voting disks) are stored in ASM -The installation is
explained without GNS and IPMI (additional Information for Installation with GNS and IPMI are explained)

2. *Prepare the cluster nodes for Oracle RAC

The guides include hidden sections, use the * and ™ image for each section to show/hide the section or you

can Expand all or Collapse all by clicking these buttons. This is implemented using the Twisty Plugin which
requires Java Script to be enabled on your browser.

2.1. User Accounts

1. Create OS groups using the command below Enter commands as the root user:

#/usr/sbin/groupadd oinstall
#/usr/sbin/groupadd dba
#/usr/sbin/groupadd asmadmin
#/usr/sbin/groupadd asmdba
#/usr/sbin/groupadd asmoper

2. Create the users that will own the Oracle software using the commands:

#/usr/sbin/useradd -g oinstall -G asmadmin,asmdba,asmoper -d /home/grid -m grid
#/usr/sbin/useradd -g oinstall -G dba,asmdba -d /home/oracle -m oracle

Note: you might have to disable aufotfs temporary to be able to create the home folders:

#svcadm disable autofs

3. Set the password for the oracle account using the following command. Replace password with your own
password.

passwd oracle

Changing password for user oracle.

New UNIX password: password

retype new UNIX password: password

passwd: all authentication tokens updated successfully.

passwd grid

Changing password for user oracle.

New UNIX password: password

retype new UNIX password: password

passwd: all authentication tokens updated successfully.

1.2.4. Installation method
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4. Repeat Step 1 through Step 3 on each node in your cluster.

5. OUI can setup passwordless SSH for you, if you want to configure this yourself, refer to Note. 300548.1

2.2. Networking

NOTE: This section is intended to be used for installations NOT using GNS.

1. Determine your cluster name. The cluster name should satisty the following conditions:

-The cluster name is globally unique throughout your host domain.

-The cluster name is at least 1 character long and less than 15 characters long.

-The cluster name must consist of the same character set used for host names: single-byte alphanumeric

characters (a to z, A to Z, and 0 to 9) and hyphens (-).

2. Determine the public host name for each node in the cluster. For the public host name, use the primary host
name of each node. In other words, use the name displayed by the hostname command for example: racnodel.

3. Determine the public virtual hostname for each node in the cluster. The virtual host name is a public node
name that is used to reroute client requests sent to the node if the node is down. Oracle recommends that you
provide a name in the format <public hostname>-vip, for example: racnodel-vip. The virutal hostname must
meet the following requirements: -The virtual IP address and the network name must not be currently in use.
-The virtual IP address must be on the same subnet as your public IP address.

-The virtual host name for each node should be registered with your DNS.

4. Determine the private hostname for each node in the cluster. This private hostname does not need to be
resolvable through DNS and should be entered in the /etc/hosts file. A common naming convention for the
private hostname is <public hostname>-pvt.

- The private IP should NOT be accessable to servers not participating in the local cluster.

- The private network should be on standalone dedicated switch(es).

- The private network should NOT be part of a larger overall network topology.

- The private network should be deployed on Gigabit Ethernet or better.

- It is recommended that redundant NICs are configured For Solaris either Sun Trunking (OS based) or Sun
IPMP (OS based) More information: <<Note: 283107.1>>

- IPMP in general. When IPMP is used for the interconnect: <<Note: 368464.1>>

NOTE: If IPMP is used for public and/or cluster interconnect, critical merge patch 9729439 should be applied
to both Grid Infrastructure and RDBMS Oracle homes.

5. Define a SCAN DNS name for the cluster that resolves to three IP addresses (round-robin). SCAN VIPs
must NOT be in the /etc/hosts file, it must be resolved by DNS.

6. Even if you are using a DNS, Oracle recommends that you add lines to the /etc/hosts file on each node,

specifying the public IP, VIP and private addresses. Configure the
/etc/hosts file so that it is similar to the following example:

2.1. User Accounts 6



NOTE: The SCAN VIP MUST NOT be in the /etc/hosts file. This will result in only 1 SCAN VIP for the
entire cluster.

# cat /etc/hosts

#

# Internet host table

#

# Public IPs

127.0.0.1 localhost
192.168.1.10 public loghost
192.168.1.11 publicl

# Private IPs
10.10.10.10 public-priv
10.10.10.11 publicl-priv
# VIPS

192.168.1.100 public-vip
192.168.1.101 publicl-vip

2.3. Synchronizing the Time on ALL Nodes
Ensure that the date and time settings on all nodes are set as closely as possible to the same date and time.
Time may be kept in sync with NTP or by using Oracle Cluster Time Synchronization Service (ctssd). For

NTP with Solaris 10 the "slewalways yes" option in /etc/inet/ntp.conf should be used. See note 759143.1 for
details.

2.4. Configuring Kernel Parameters

We need to set the following kernel parameters to values greater than or equal to the recommended values
shown below.

set noexec_user_stack=1

set semsys:seminfo_semmni=100

set semsys:seminfo_semmns=1024

set semsys:seminfo_semmsl=256

set semsys:seminfo_semvmx=32767

set shmsys:shminfo_shmmax=4294967296

set shmsys:shminfo_shmmni =100

NOTE: You may skip to change the parameter if the default setting in your system is higher than Oracle
requirement.

2.2. Networking



Since we are using Solaris 10, we are not required to make changes to the /etc/system file to implement the
System V IPC. Solaris 10 uses the resource control facility for its implementation. However, Oracle
recommends that you set both resource control and /etc/system/ parameters. Operating system parameters not
replaced by resource controls continue to affect performance and security on Solaris 10 systems. For further
information, contact your Sun vendor On all nodes:

# prctl -n project.max-sem-ids -v 100 -r -i project user.root

# prctl —n project.max-shm-ids -v 100 -r -i project user.root

# prctl -n project.max-shm-memory -v 4 gb -r -i project user.root
# vi Jetc/system

set noexec_user_stack=1

set semsys.seminfo_semmni=100

set semsys.seminfo_semmns=1024

set semsys.seminfo_semmsl=256

set semsys.seminfo_semvmx=32767

set shmsys:shminfo_shmmax=4294967296
set shmsys:shminfo_shmmni =100

#init 6

NOTE: OUI checks the current settings for various kernel parameters to ensure they meet the minimum
requirements for deploying Oracle RAC.

2.5. Create the Oracle Inventory Directory
To create the Oracle Inventory directory, enter the following commands as the root user:
# mkdir -p /uOl1/app/oralnventory

# chown -R grid:oinstall /uO1/app/oralnventory
# chmod -R 775 /u01/app/oralnventory

2.6. Creating the Oracle Grid Infrastructure Home Directory
To create the Grid Infrastructure home directory, enter the following commands as the root user:
# mkdir -p /u01/11.2.0/grid

# chown -R grid:oinstall /u01/11.2.0/grid
# chmod -R 775 /u01/11.2.0/grid

2.7. Creating the Oracle Base Directory

To create the Oracle Base directory, enter the following commands as the root user:

# mkdir -p /uO1/app/oracle

# mkdir /uO1/app/oracle/cfgtoollogs --needed to ensure that dbca is able to run after the rdbms installation.

# chown -R oracle:oinstall /uO1/app/oracle
# chmod -R 775 /u01/app/oracle

2.4. Configuring Kernel Parameters



2.8. Creating the Oracle RDBMS Home Directory

To create the Oracle RDBMS Home directory, enter the following commands as the root user:

# mkdir -p /u0l1/app/oracle/product/11.2.0/db_1
# chown -R oracle:oinstall /uO1/app/oracle/product/11.2.0/db_1
# chmod -R 775 /u01/app/oracle/product/11.2.0/db_1

2.9. Stage the Oracle Software

It is recommended that you stage the required software onto a local drive on Node 1 of your cluster.
Important. Ensure that you use the correct version, either SPARC or x86-64. For the RDBMS software
download from OTN:

Oracle Database 11g Release 2 (11.2.0.1.0) for Solaris
For the Grid Infrastructure (clusterware and ASM) software download:

Oracle Database 11g Release 2 Grid Infrastructure (11.2.0.1.0) for Solaris

2.10. Check OS Software Requirements

The OUI will check during the install for missing packages and you will have the opportunity to install them
at that point during the prechecks. Nevertheless you might want to validate that all required packages have
been installed prior to launching the OUI.

NOTE: check on all nodes that the Firewall is disabled. Disable if needed:

#svcadm disable ipfilter

3. Prepare the shared storage for Oracle RAC

This section describes how to prepare the shared storage for Oracle RAC Each node in a cluster requires
external shared disks for storing the Oracle Clusterware (Oracle Cluster Registry and voting disk) files, and
Oracle Database files. To ensure high availability of Oracle Clusterware files on Oracle ASM, you need to
have at least 2 GB of disk space for Oracle Clusterware files in three separate failure groups, with at least
three physical disks. Each disk must have at least 1 GB of capacity to ensure that there is sufficient space to
create Oracle Clusterware files. Use the following guidelines when identifying appropriate disk devices:

-All of the devices in an Automatic Storage Management disk group should be the same size and have the
same performance characteristics.

-A disk group should not contain more than one partition on a single physical disk device.

-Using logical volumes as a device in an Automatic Storage Management disk group is not supported with
Oracle RAC.

-The user account with which you perform the installation (oracle) must have write permissions to create the
files in the path that you specify. On Solaris 10, you can use format or smc utilities to carve disk or LUNs
partitions/slices. It is very important to skip the first Cylinder on the disk to avoid ASM or Oracle Clusterware
to overwrite the partition table. So you always start partitioning from cylinder number 3. falling to do so, you
will find out after rebooting your machines that data on your disks is erased and Oracle Clusterware will not
start and ASM will not be able to recognize any disks. Below I am running the format command from the first
solaris node only. This formates the disk with solaris partitions, changes slice 4 to skip the first 3 cylinders
and labels the disk.

2.8. Creating the Oracle RDBMS Home Directory 9



# format

Searching for disks...done

AVAILABLE DISK SELECTIONS:

0. c0d0 <DEFAULT cyl 2607 alt 2 hd 255 sec 63>
/pci@0,0/pci-ide@ 1, 1/ide @0/cmdk@0,0

1. c2t12d0 <DEFAULT cyl 524 alt 2 hd 128 sec 32>
/iscsi/disk@0000ign.2006-01.com.openfiler%o3Atsn.ASM10001,0
2. c2t13d0 <DEFAULT cyl 524 alt 2 hd 128 sec 32>
/iscsi/disk@0000ign.2006-01.com.openfiler%o3Atsn.ASM20001,0
3. c2t14d0 <DEFAULT cyl 524 alt 2 hd 128 sec 32>
/iscsi/disk@0000ign.2006-01.com.openfiler%o3Atsn.ASM30001,0
4. c2t15d0 <DEFAULT cyl 524 alt 2 hd 128 sec 32>
/iscsi/disk@0000ign.2006-01.com.openfiler%o3Atsn.ASM40001,0
Specify disk (enter its number): 1

selecting c2t12d0

[disk formatted]

FORMAT MENU:

disk - select a disk

type - select (define) a disk type

partition - select (define) a partition table

current - describe the current disk

format - format and analyze the disk

fdisk - run the fdisk program

repair - repair a defective sector

label - write label to the disk

analyze - surface analysis

defect - defect list management

3. Prepare the shared storage for Oracle RAC
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backup - search for backup labels

verify - read and display labels

save - save new disk/partition definitions
inquiry - show vendor, product and revision
volname - set 8-character volume name
I<emd> - execute <cmd>, then return

quit

format> fdisk

No fdisk table exists. The default partition for the disk is:
a 100% "SOLARIS System" partition

Type "y" to accept the default partition, otherwise type "n" to edit the
partition table.

y

format> partition

PARTITION MENU:

0 - change “0' partition

1 - change "1’ partition

2 - change “2' partition

3 - change 3’ partition

4 - change *4' partition

5 - change *5' partition

6 - change “6' partition

7 - change 7' partition

select - select a predefined table

modify - modify a predefined partition table
name - name the current table

print - display the current table

3. Prepare the shared storage for Oracle RAC



label - write partition map and label to the disk
I<emd> - execute <cmd>, then return
quit

partition> 4

Part Tag Flag Cylinders Size Blocks

4 unassigned wm 0 0 (0/0/0) 0

Enter partition id tag[unassigned]:

Enter partition permission flags[wm]:
Enter new starting cyl[0]: 3

Enter partition size[0b, Oc, 3e, 0.00mb, 0.00gb]: 1gb
partition> [

Ready to label disk, continue? y
partition> q

FORMAT MENU:

disk - select a disk

type - select (define) a disk type

partition - select (define) a partition table
current - describe the current disk
format - format and analyze the disk
fdisk - run the fdisk program

repair - repair a defective sector

label - write label to the disk

analyze - surface analysis

defect - defect list management

backup - search for backup labels

verify - read and display labels

save - save new disk/partition definitions

3. Prepare the shared storage for Oracle RAC



inquiry - show vendor, product and revision

volname - set 8-character volume name

I<emd> - execute <cmd>, then return

quit format> q

#

Note: do the same for the other disks you want to use with ASM. Enter commands similar to the following on
every node to change the owner, group, and permissions on the character raw device file for each disk slice
that you want to add to a disk group, where grid is the grid infrastructure installation owner, and asmadmin is
the OSASM group:

# chown grid:asmadmin /dev/rdsk/cxtydzs4

# chmod 660 /dev/rdsk/cxtydzs4

Verify the setting with:

# Is -IL /dev/rdsk/cxtydzs4

In this example, the device name specifies slice 4

4. Oracle Grid Infrastructure Install

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)

As the grid user (grid infrastructure software owner) start the installer by running "runlnstaller" from the
staged installation media.

gﬁ? :fe the installer is run as the intended software owner, the only supported method to change the software
owner is to reinstall.

#xhost +

#su - grid

#DISPLAY=<ip address>:0.0; export DISPLAY

cd into the folder where you staged the grid infrastructure software

Jrunlnstaller
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ORACLE 1 1 g

DATABASE

Loading setup driver

Select Installation Option

% Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 1 of 8

= Installation Option
A Inztafiation Type

Select any of the fodowing installation opiions

() Install and Configure Grid Infrastructure for a Clusier

) Install and Configure Geid Infrastnucture for & Standalons Server
() Upgrade Grid Infrastruchure

B O instal Grid Infrastructure Software Oniy

ORACLE

DATABAEE

11¢

Action:

Select radio button 'Install and Configure Grid Infrastructure for a Cluster' and click ' Next>

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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&5 Oracle Grid Infrastructure

Select Installation Type

o6y Ot
e Installation Type

/T-MﬂMLHEﬂ

Help

- Setting up Gri"lrlntratetrut:ture - Step 2 of B

ORACLE 11 g

DAThBASE

() Typecal Instalation
Perform a full grid infrastructure installation with basic configuration.
(#) Advanced Instalation

Alyers sovanced configunstion optians such a2 alemalive storags choices, addtional netwarking fedbilty,
integration with W, and more granularty in specifying Automatic Storage Mansgement roles.

[ <gsck | tet> | Cancei |

Action:

Select radio button 'Advanced Installation' and click ' Next>'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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. Dracle Grid Infrastructure

Select Product Languages

Product Languages

te_|

- Setting up Grid Infrpstructure
L}

- Step

Jof 9

SerrreT] 11g

Select the langusges in which your product will run

Avalable Languages:
I.mn-:
Iw
Erazilian Portuguese
Buigarian
Canadian French
Cadalan
Cromtinn
Czech
Danith
[utch
|Egyptian
|Engligh (Urited Kingdom)
|Estonian
Firinish
French
Garman
Gresk
Hebrens
Hurgarian
lcElanchc
Ao S el

I
%) v

&)

| <Bock | pets | | cancel |

Action:

Accept 'English' as language' and click ' Next>'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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2% Oracle Grid Infrastructure - Setting up Grid Infragrunture - 3tep 4 of 13
OoRACLE’

Grid Plug and Play Information
D ATABASE

&% a whole. Client connect requests o the SCAN name can be handied by any cluster node.

Chuster Marme: |solrac-:lusi=r

Single Chént Accass Name (SCAN) alliows ciénts to Us# ofd Nfms in Connection Strings to connsct 1o the cluster

113

i
Proguct Lancusges
gy o
T Grid Plug and Play SCAN Mame: |suku-:
\1" Chagher Mode Information SCAN Port: i152|
' P[] Configure GNS
Action:

Specify your cluster name and the SCAN name you want to use and click ' Next>'

Note:
Make sure 'Configure GNS' is NOT selected.

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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2% Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 50f 15

k.

Cluster Node Information ORACLE’ 11g
DATABASE

Provide the list of nodes to be managed by Oracke Grid Infrastructure wih ther Public Node Name and Virtusl Host
ama_
If Oracle Grid Naming Service (GNS) has been selected and DHCP is enabled, then the Virtusl Host Name i
sutomatically configured for each Public Mode,

(R [ Hostname | Virtusl B Name

l Cluster Hode Information

ul- Metwork Intertace Lizage
SSHgomedrﬁvJ | Wse Cluster Configuration Fie. . Z |E& |E¢rmv¢

Hep | | =Bock | ped» | | Cancel |
Action:

Use the Edit and Add buttons to specify the node names and virtual IP names you configured previously in
your /etc/hosts file.

X Edit Cluster Node Details

Specify the name for the public IP address_ If you want to configure the virtual
host name manually, instead of allowing i to be configured automatically, then
waou will be prompted for the virtual IP address.

Hogtname: | S0lrac’

Yitual P Name: | solract-vip |

(_)K_” Cancel l

When finished click 'OK' and use the 'SSH Connectivity' button to configure/test the passwordless SSH
connectivity between your nodes.

4.1. Basic Grid Infrastructure Install (without GNS and IPMI) 18



%, Oracle Grid Infrastructure - Setting up Griyl Infrastructure - Step 5 of 15

Cluster Node Information ORACLE 1 13

DATABASE

Privide the 51 of nodes to be managed by Oracie Grid infrastructurs wilh their Public Node Name and Wirtual Host
Iramie

If Cwraches Grid Maming Service (GNS) has been selected and DHCP [z anabled, then the Virteal Host Mame is
automaticaly configured for esch Publc Mods,

Solract Sokrac] -vip

Ciuster Nods toformation | T

E i

| Use Cluster Configuration Fie... | | Add... | Edt... || Remove |

05 Liserniame: |g'id |05P‘nssmru “‘-'|

[ Wk et b5 shared by the selected nodes
[ ] Reuse private and public keys existing in the user home

=En)

[ tee | <ok | tiet> | |_Cencel |

Action:
Type in the OS password for the user 'grid' and press 'Setup'

_-"" Establishing SSH connectivity between the selected nodes.
This may take several minutes. Please wait...

Oracle Grid Infrastructure

- Successfully established passwordless SSH connectivity betvween the selected

:!./' nodes.

Action:
click ' OK'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)



+, Oracle Grid Infrastructure - Setting ug Grid Infrastructure - Step 6 of 15

Specify Network Interface Usage 'DEACLE 1 1g
tl ATABASE
Icdentify the planned uss for each ghobal inbarface shown in the box below az Public, Private, or Do Mot Lise,
Brivabe interfaces are used by Oracle Grid iInfrastructune for internode traffic.
i there i more than one subned associabed with an intertace, then change the inlerface’s attributes 1o associsle
the irderface name with the addtional subnets,
| . .
1 Cluzler Nogte Informadion Interiace Hame | Subinet | interface Type 1
« Hetwork Interface Usage ol 13216810 mele bt |
[ shpel 130351440 Public -
Sy, Storeds Oplion | [ Puiohc =
| tee | | xgock | vea> cancet J
Action:

Click on 'Interface Type' next to the Interfaces you want to use for your cluster and select the correct values

for Public', Private' and 'Do Not Use' . When finished click ' Next> '

Note:

If you use multiple NIC's for redundancy the passive interfaces need to be selected here as well. In this

example we are using IPMP for public network and Link Aggregation of private interconnect.

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)

20



&5, Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 7 of 15

Storage Option Information ORACLE 11g
DATABASE
Youl Can place Oracle Cluster Regstry (OCR) disks and voling disks on ASM storage or on & file system.
(=) Automatic Storage Management (ASH)
Chioose this option to configure DOR and voling disks on ASM storage.
| b sk () Ghared File System
i Storage Option Choose this option to configure OCR and voling disks on an existing shared file system.
' OCR Slorage
tep_| [ <ok || ted> | Cancn J
Action:

Select radio button 'Automatic Storage Management (ASM) and click ' Next>'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)



Setting up Grid Infrastructure - Step 8 of 13

&5 Oracle Grid Infrastructure

Create ASM Disk Group

Sedact Disk Group Characteristics and select disks

Disk Group Mame | DATA
Redundancy (C)Hagh (&) Mommal () Exdernal
Addd Disks

(&) Condidate Disks () ANl Disks

ORACLE’ 11g

DATABASE

J size (in AB'] Status

| T
. St Ostin 0l Disk Path
L Creste ASM Disk Group [ idevirdskic11DaDs0 5025 Candidale
| [v] icevirdskicitidnsg S8 Candidate
Mg oM Password [¥] idevirdskicitia0s0 5018 Candidale
| [ Jidevirdskicttads
[ idevirdskicitad0s0 5028 Candidale
Change Discovery Path
teo | | <ock || bt | | cancel |
Action:

Type in a 'Disk Group Name' specify the 'Redundancy' and tick the disks you want to use, when done click '

Next>'

NOTE: The number of voting disks that will be created depend on the redundancy level you specify: external
will create 1 voting disk, normal will create 3 voting disks, high will create 5 voting disks.

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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Oracle Grid Infrastructune - Setting up Grid Infrastructung -

Specify ASM Password ORACLE" 11 g
D ATABASE

The new Automatic Storage Management (ASM) instance requires its own SY'S user with SYSASM privileges for
administration. Oracle recommends that you creale a less privieged ASMSHNMP user with SYWSDEA privileges (o
monitor the ASM instance.
Specify the pazsword for thess user accounts.
() Use different passwords for these accourts

|

v Greate ASH Disk Group

_T\ ASM Password

Dperating System Groups
T () Use game passwords for thess sccounts

Specily Password: [ ssmums || Confirm Password [ssmsms ]

<Bock || text> | Cancal |

Action:
Specify and conform the password you want to use and click ' Next>"'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)



Oracle Grid Infrastuchure = Sefting up Grid Infrastuc

Privileged Operating System Groups

ORACLE 11g

DATABASE

Select the name of the operating System group of which you are & member to be used for 05 authenbcation to
Automatic Storage Management (A5M).

ASH Database Administrator (OSDBA) Group |ssmoma ~

ASM Instance Administration Qperator (OSOPER) Group | ssmoper = |

ASM Instance Adminiztrator (OSASM) Group asmadmin ~

).;-1 ASM Password
w Operating System Groups

. Installabon Location

xgoct J etz ] [ oo ] [conce ]

Action:
Assign the correct OS groups for OS authentication and click ' Next>'
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2 Oracle Grid Infrastructure - Setting up Gpid Infrastructure - Step 11 of 15

Specify Installation Location ORACLE’ 113
DAT!.BAEE
Ao Instadation Opticn Specity & base lbeation for storing all Cvacks software and configuration.retated files, This location i the Cracke
| ) base drectory. Create one Oracke base for each operating system user. By defaul, software and configuration
]'k L filez are installed by version and database name paralisl to the Oracle baze directory.
I
[ Specify a base lncation for storing Oracke software fles separale from database configuration files in the Cracle
} e base directory. This software drectory | the Oracle Grid Infrastrecture home directory. Change the dafaults
]_ below eilher to specify an aternative location, or 1o select an existing gnid infrastructure home.
]T- Software Locationyl | 101011.2 0 [+ |erowse...|
i
Coeraling System Groups
l Installation Location
T Brereguisibe Checks
[
Action:

Specify the locations for your ORACLE_BASE(/u01/app/oracle) and for the Software
location(/u01/11.2.0/grid) and click ' Next>"'

Note:
We created the directories in step 2.6.

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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&5 Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 12 of 16 Elﬁlle

sitasss 1L

Create Inventory

You are starting your first installation on this host. Specify & directory for instalation fies. This directory is caled
the “invertory drectory”. The instalier sutomatically sets up subdireclones for each product 1o contain inverdory
data. The subdirectory for esch product typically requires 150 kilobytes of disk space.

inwertory Directory§) 101 sppiorainventory | | Browse

Members of the Tollowing operating System group (the primary group) will have write permission (o the invenbory
diractory (orsnyentory).

oralmventory Group Mame:  oinstall

i
ki ; -
oy
T Create Inventory
Brereguiste Checks
¥
heo | _<oock | nex» | concel |
Action:

Specify the locations for your Inventory (/uO1/app/oralnventory) directory and click ' Next>'

Note:
We created the directory in step 2.5.

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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Perform Prerequisite Checks

1
w Prerequisite Checks

[_tee |

Oracle Grid Infrastruciure - Setling up Grid Infrastructure - Step 13 of 16

DATABASE

Werifying that the larget emaronment meets minemum instalation and configuralion redquirsments Tor products you

have selecled. This can take time. Pleass wod.

ORACLE 11 g

l 15%

Checking User Existence: grid ...

Note:

OUI performs certain checks and comes back with the screen below

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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Oracle Grd Infrasiructure = Setting up Gnd Infrastnuc

Perform Prerequisite Checks

3’3?55 11“”

Some of the minimum requirements for instalation are not completed. Review and fix the iEsuess isted in the
folowing table, and recheck the system.

Check Agein | | Fix & Check Again | |Show Succeeded | [ 2 0 modes - [ kanare 21

Checks Fiabibe
5 Mode Connectivity
(=1 [/ Free Space
E % Fres Space: public]:Amp Succesdad
B User Existence: grid Succesded i
4§ Group Existence: oinstall Succesded
8 Group Membership: oinstalPrimary) Succeeded _
- iy Group Membershig azmdba Succeseded
1 Group Membership: asmadmin Succeeded
y A8 Fun Level Suceeeded
e — &2 Hard Limit: masiruam open file descriptors Succesded
- i Soft Limt: meodmum user processes Succesded
¥ Prerequisite Checks % Architecture Succesded
§ 05 Kernel Version Succesded
= [ OS Kernel Parameters
@ O Hernel Parameter. project macc-semeids Succesded .
) I i

This is & prerequisite condion 1o test whether connectivity exists amongst all the nodes, (more details)

Action:
Check that status of all checks is Succeeded and click ' Next> '

Note:
If you have failed checks marked as 'Fixable' click 'Fix & Check again'. This will bring up a window that

instructs you to execute fixup scripts. Execute the runfixup.sh script as described on the sceen as root user.

Click 'Check Again'and if all checks succeded click 'Next>'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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s, Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 14 of 14

Summary

oRrRACLE 113r

D.lTAEISE

|2 Oracle Grid Infrastructure
= Global Settings
Disk Space: required 3 46 GB avalabis 27058 GB
~—Install Option: Install and Configure Grid Infrastrecture for & Cluster
~—Oracle bage: L0 japploracie
Oracle home: juld M1 2 0hgrid
- Source Location: jexporihomeloracieinstalligridinstall. fstageiroducts xmi
= Iinventory information
Inrventory location: JUCH /apporainventory
Central invventory (oralnwentory) group:: cnestal
= Grid Infrastructure Settings
+iChester Mame: solrac.cluster
Local Mode: solract
Remote Node(s): sokac
I- - SCAN MName; solrac
SCAM Port: 1521

i Summany - Public Interfaces: skgeD skpel

|_<Beck

Save Response File..._

[_nisn ] [ cance |

Action:
Click ' Finish'

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)

29



2% Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 15 of 16

k
IJ ATABASE
Progress
| 19%
Extracting files 1o Wl A1.2 0dgrid’.
Status
:-., Inistall Grid Infrastrecture for & Chuster In Progress
o o Prepare Succesdsd
iy« Copy fles In Progress
| » Link binaries Pending
» Setup files Pending
« Perform remote operations Prending
Exscute Riool Scripts for Install Grid Infrastructure for & Chuster Panding
Configure Oracle Grid Infrastructure for a Cluster Pending
\;, Setup : i
| Details |
SRACLE 113 e W - H L = Consolidate on Fast,
cora o b e A L .. 'J',.' Raliable, and Scalable
Grid Computing . -- . ';. oy A e Low-Cost Grids
™ -t AT g,
| e Cancel

Action:
Wait for the OUI to complete its tasks

Execute Configuration scriIk':s

The following configuration scripts need to be executed as the "root’ user in each cluster node.

Seripts to be executed:

Nurnber | Seript Location [ Nodes

1 |fud1/appioralnventoryforainstRoot sh ‘solract,solrac2

2 1u01/11.2. 0igridiraot.sh solract solrac2

« i | [»]

To execute the configuration scripts:
1. Open a terminal window
2. Login as "roof*
3. Run the scripts in each cluster node
4. Return to this window and click *OK" to continue

Run the script on the local node first, After successful completion, you can run the scriptin
parallel on all the other nodes.

e ——

Action:

Follow the instructions on the screen running the orainstRoot.sh and root.sh scripts as root on all nodes before

you click 'OK'

Note:
The required root scripts MUST BE RUN ON ONE NODE AT A TIME!
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Oracle Grd Infrastructure

Prograss

Sefting up Grd Infrastructura

Step 15.0of 16

ORACLE 118r

DATABASE

100°%

Status

Starting ‘Oracle Met Configuration Assistant'

w# » Prepare
o+ Copy files

W« SElup fles

"  » Link binaries

W  « Perform remote operations
o Execube Root Scripts for install Grid infrastructure for & Cluster Succesded
wp Configure Oracle Grid Infraztrecture fior & Cluster
o Cracle Net Configuration Assistant
» Automatic Storage Mansgement Configuration A ssistant Pending
» Cracke Private inferconnect Configuration Assistant
» Oracle Cluster Verification Lty

o Inectall Grid Infraztructure for a Cluster

Succeaded
Succeeded
Succeeded
Suctesded
Suctesded
Suctesded

In Progress
In Progress

Setup

€ —E—

Finizh

g
Finish

! Finigh

DR‘ACI_'E 11g

Data Warehousing s

D -
e %,

.
L)
-

m

.':-‘

(cetete] (getry] ()

“of
W

« Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 16 of 16

sl

i oA -
- n - ‘EI- - Extrame Parformance
(e - =P Integrated Analytics
W, g Enterprise-Ready

FEX
ORACLE’ 11 g

DATABASE

- 5 The inztallstion of Orache Grid Infrastructure for & Cluster was succesziul, but some configuration sssiztants failed
T were cancelled or Skipped,

4.1. Basic Grid Infrastructure Install (without GNS and IPMI)
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Action:
You should see the confirmation that the installation of the Grid Infrastructure was successfull. Click 'Close’
to finish the install.

5. Grid Infrastructure Home Patching

This Chapter is a placeholder

6. RDBMS Software Install

As the oracle user (rdbms software owner) start the installer by running "runlnstaller" from the staged
installation media.

NOTE: Be sure the installer is run as the intended software owner, the only supported method to change the
software owner is to reinstall.

#su - oracle
change into the directory where you staged the rdbms software

Jrunlnstaller

ORACLE

DATABASE 11g
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o Oracle Database 11g Release 2 Installer - Installing database - Step 1 of 9 [:|IE|E|

OrAcE 18

Configure Security Updates

Prosddie your emal address to be informed of securly iEsues, install the product
w! Configure Security Updateé$ | and initiste configuration manager. Yiew detais

A, Instolation Option Emait

Easier for you if you use your My Oracle Support email addressAisernanme,

[ 1 wish to receive security updates via My Ovacks Support.

= Con] [ o | [coon )

Action:
Provide your e-mail address, tick the check box and provide your Oracle Support Password if you want to
receive Security Updates from Oracle Support, after click ' Next>'
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i Oracle Database 11g Release 2 Installer - Installing database - Step 2 of 9

Select Installation Option ORACLE 1 13
DATABASE
Confiage Securty Usdales Sebect any of the fobowing install options.

e Installation Option () Create and configure a databaze
e S B 3) Install database software oty

() Upgrade an existing database

k
bee | _<gock | bt~ | _cancel |
Action:

Select the option 'Install Database software only' and click ' Next>'

6. RDBMS Software Install
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%, Oracle Database 11g Releate 2 Installer - Installing database - Step 3 of 9

Node Selection OoRrRACLE 1 1g
DATABASE
Sebact the type of databess installation you want to perform.
+ Insinlation Cution () Single instance database instalation
” Grid Options | (3) el Application Clusters database installation
g, Instal Type | Sefect nodes (in addition bo the local node) infhe cluster where the instaler shoukd install Oracle RAC,
[ ] Mok Marme |
[+ sowact
[#] sckacz
|SStlEnnacthiy. 8 | Select 41 | | Deselect A |
tep | L <Bock | Hed> | Cancel |
Action:

Select 'Real Application Clusters database installation', and select all nodes. If User Equivalent is not

configured, click the 4SSH Connectivity' button to configure/test the passwordless SSH connectivity between

your nodes.

Note:

During the Grid Infrastructure installation you configured SSH for the grid user. If you install RDBMS with a

different user (recommended) you have to configure it for this user now.

6. RDBMS Software Install
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», Dracle Database 11g Release 2 Installer

- Installing database - Step 3 of 9

Mode Selaction ORACLE 11g
DATABASE
2 Selact the type of database nstallabion you want to periom,
| Instaliation Ootion B " Singhe instance database installation
i Grid Options (3) Real Applcation Clusters datsbase installation
M Ingtall Type Select nodes (in addtion bo the local node) inthe cluster whers the installér should install Oracle RAC,
|~ =olract
[¥] solrmc2
Select A1 | | Deselect A1
L L -t
@S Username: | aracle | o5 Password =]
[ ] User home ks shared by the selected nodes
[ ] Rewse private and public keys existing in the user home
(1ot | sete
b | [ <gock | eat | Cancel |
Action:

Type in the OS password for the oracle user and click 'Setup'

Oracle Database 11g Release 2 Installer

l_ / nodes.

Successfully established passwordiess S5H connectivity between the selected

k

Lad

Action:
click 'OK' and ' Next>"'

6. RDBMS Software Install
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., Oracle Database 11g Release 2 Installer -

Select Product Languages

Product Languages

tep |

Select the MngUAGes in which your product will run.

Lorhilable Languages:

Installing database - Step 4 of 11

DRAELE' 11 g

DATEBASE

Arahic

Bengal

Brazikan Porfuguese
Bulgarism
Canadian French
Catalan

Croatisn

Czech

Danish

Dutch

Egryptian

English (Linged Hingdom)
Estors

Finnish

French

Ceerman

Greak

Hebrew
Hungarian
=
Iners s aar

O

l tw_l ecd =

=

Action:

To confirm English as selected language click ' Next>'

6. RDBMS Software Install
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i Oracle Database 11g Release 2 Installer - Installing database - Step 5o0f 11

Select Database Edition

L Product Languaces
(.l Databage Edition

\rw

tee J

ORACLE’

DA‘I‘ABASE
Wihich database edition do you want to instal?

(%) Enterprize Edition (4 55G8)

11

Oracle Database 119 Enlerprise Edtion is a sell-managng database that has the scalabiity, performance,
high arvailability, and securlty features required to run the most demanding, mission-critical applications.

(") Standard Edition (4 45G8)

Qracle Database 119 Standard Edthon is a full-featured data management sohtion ideally suted to the
meeds of medium-sized businesses. |t includes Oracle Real Application Clusters for enterprize-class

anvailabilty and comes complete with RS own clusterware and storage management capabilies.

|-E-dec!

BN

Options...

Sl

Action:

Make sure radio button 'Enterprise Edition' is ticked, click ' Next>'

6. RDBMS Software Install
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s Oracle Database 11g Release 2 Installer - Installing database - Step 6 of 11 E|['_E|E|
Specify Installation Location ORACLE’ 11
DATABASE
Specify an Oracke base path (o place all Orachs software and configuration-related files. This location i the
Oracle base directory
Qrace Base _M;l'lmiora:le [+ | Browse...
,]l_\ Database Ediion Specity a location for storing Oracle software fles. This location is the Oracls home directory.
T Installation Location Software o [ A plorac 112001 _ﬂ | “___.
¥ Oparsting Systam Grougs
e | |_xfock | test> | |_Concel |
Action:

Specify path to your Oracle Base and below to the location where you want to store the software (Oracle

home). Click ' Next>"'

Note:

We created the directories in steps 2.7 and 2.8

6. RDBMS Software Install
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2% Oracle Database 1 1g Release ? Installer - Installing database - Step 7 of 11

Privileged Operating System Groups

ORACLE’ 11 g

DATJ‘.BASE

SYSDEA and SYSOPER privieges are required to creste a database using operating system (OS) suthentication.
Memiership in OSDEA grants the SYSDBA privilege, and membarship in OS0PER grants the SYYS0PER privileges,
which iz & subset of SYSDEA privileges . Selact the name of the OSDEA group to grant the SYSDEA priviegs, You
must be & member of this growp.

Datsbase Administrator (OSDEA) Group: | dba =
Database Cperator (OSOPER) Group: o |oinstal =
" "
operating System Groups
Prarequiste Checks

!

Action:
Use the drop down menu to select the names of the Database Administrators and Database Operators group

and click Next>"'

6. RDBMS Software Install 40



2% Oracle Databaze 11g Release 2

Perform Prerequisite Checks

1
' Prerequisite Checks

Hep |

Installer - Installing database - Step 8 of 11

Swas |

Weritying tht tive tanget environment meets minimum installation and configuration réguirements for products you
have selacted. This can take time. Please wait.

[ 13%

Checking User Existence: oracle ...

Note:

Oracle Universal Installer performs prerequisite checks.

6. RDBMS Software Install
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« Oracle Database 11g Release 2 Installer - Installing database - Step & of 11

Perform Prerequisite Checks OoRrRACLE’ 11g
DATABASE
: All minimuem reguiremants are satisfied. You may procesd with the instalation.
; [ greck agan] EET I - T
T [ Checks | status | Ficabie [ |
: : Ty T—
| %y Avallable Physical Mamory Succeeded
T : % Swap Size Succeeded
L Cusratng Svotem Groupe B3 Free Space
T % Frea Space; sokac trg Succesded
T' Prerequishe Chacke : '% Fres Space; sokac:-Amp Succesded
¥ Summary. '%- User Existence: orachks Succesded
| % Group Exiztence: oinstall Succesdsd
I $ Group Existence; dba Succesded
% Group Membership: olnztall(Primary) Succesded
%- Group Membership: dba Succesded
i RunLevel Succeeded
% Hard Limit: macdmum open file descriptors Succesded
5 Soft Limt: maximum open fie descriptors Succeeded
% Hard Limit: macimum user processas Succesdsd
%- Soft Limi: macimum user processes Succesded -
H % Architerh re LT, P | :
Thiz iz a prereguisite condtion to tezt whether the system has at lesst 1GE (1043576 0KE) of total phyzical
memory. (more defaits)
bee | xpock J_tiot> J Lowen )
Action:

Check that status of all checks is Succeeded and click ' Next> '

Note:

If you have failed checks marked as 'Fixable' click 'Fix & Check again'. This will bring up a window that
instructs you to execute fixup scripts. Execute the runfixup.sh script as described on the sceen as root user.
Click 'Check Again'and if all checks succeded click 'Next>' If you are sure the unsuccessfull checks can be
ignored tick the box 'Ignore All' before you click ' Next>'

6. RDBMS Software Install



« Oracle Database 11g Release 2 Installer - Installing database - Step 9 of 11

Summary

+wﬂﬁ.mﬂi;
T

J Summary

bee

ORACLE’ 11 g

DATABASE

(=} Oratle Databaze 11g Release 2 Installer
= Global settings
- Disk zpace: required 4 55 GB avallable 261 23 G6

Source location: fexparthomeiraclefnstallidatabasednstall. fstageproducts oml

-~ Inztall method: Typhcal instalation

~—Database edtion: Enerprise Bdtion (instal database software only)

Cracle base: Al fappioracis
-~ Sofhaare cation: A0 appioracieproductii 2 udb _1
COEDEA group: dba

|3 Bock

|Eweﬁeml-'le...

[_gmisn ] _conce ]

Action:

Perform a last check that information on the screen is correct before you click a Finish '

6. RDBMS Software Install
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2% Oracle Database 11g Release 2 Installer -

Installing database - Step 10 of 11

Install Product D‘F?ACL_E 11 g
D ATABASE
Progress
[ 5% |
Processing Cracle Databaze 11g 11 2010
Status
v Oracle Databaze instalation In Progress
o o Prepare Succeeded
« Copy fles Pending
» Link binaries Pending
« Selup files Pending
i Execute Root Scripts for Oracle Database installation Pending
e Install Product
| Detate]
O N e
.-5. - 5 g- i Consolidate
T oATABASE 113’ a = & ' e = ey Comprass
: .* G : il Control
& . A ; . & -

Execute Configuration scripts

The following configuration scripts need to be executed as the "roof" user in each cluster node.

Scripts to be executed:

Number | Script Location Nodes
1 fultfapplforaclefproduct’11.2.0/db_1/rootsh solrac1,solrac2
< [ DJ

To execute the configuration scripts:
1. Open a terminal window
2. Login as "root"
3. Run the scripts in each cluster node
4. Return to this window and click"OK" to continue

| Help

o ]

Action:

Log in to a terminal window as root user and run the root.sh script on the first node. When finished do the

same for all other nodes in your cluster as well. When finished click 'OK'

Note:
root.sh should be run one node at a time.

6. RDBMS Software Install
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% Oracle Database 11g Release 2 Installer - Installing database - Step 11 of 11

Finish ORACLE 11
D ATABASE
The instalation of Oracls Database was successful.
1
w Finish
Help | _. Close _|
Action:

Click a Close ' to finish the installation of the RDBMS Software.

7. RAC Home Patching

This Chapter is a placeholder

8. Run ASMCA to create diskgroups

As the grid user start the ASM Configuration Assistant (ASMCA)
#su - grid

cd /u01/11.2.0/grid/bin

Jasmcea

7. RAC Home Patching
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igure ASM: ASKM Instances

ASM nstences | IDisk Growps | WElTes [ RS CIHE R Byetene |
For Wolames and ASM Cluster Fila Sysbem{ACFS) related operations, ASM Dynamic YWolume Managen{ADVM) driver must be loaded on all

nodes of the chuster.
Tig To parionm operalions on an ASM instance, right mouse cick on the row.
ASM Instances
Mode | Instance Name | status | ADVM Driver Status |
solrac +ASM1 Up Mot Installed
solrac? +ASM2 Up Mot Installed

Action:
Click 'Disk Groupsa tab

igure ASM: Disk Groups

{ASMinstences | Disk Groups |[WalUmee. || RSl GUREr e Bysteme |

Vo can choose bo creabe & new disk group or add diaks 1o an edsting disk group. To cresbe dynamc volumes, you nesd disk groups with
11.2 ASM compakiblity.

Tigt To parfonm operabions on & ditk group, right mouss cick on the row.

Disk Groups
Disk Group Name | Size (GE) | Free (GE) | Usable (G8) | Redundancy | State
DATA 14,70 13,80 6.75 NORMAL MOUNTED(Z of 2)

(create | | Mount A | [ Dtsmourt a1

Action:
Click 'Create’ to create a new diskgroup

8. Run ASMCA to create diskgroups
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«+ Create Disk Group

Disk Group Mame

Redundancy

Redundancy is achieved by storing muipls copies of the data on different faiure groups. Normal redundancy nesds disks from stleast two different
falure groups, and high redundancy from atlesst three different fallure growps .

() High (%) Mormal () External (None)
Select Member Disks
= -

Ghuorum failure groups are used to store woling files in ecdended clusters and do not contain any uzer data. it requires ASM compatibdity of 11 2 or

F | DiskPath | Header Status | DiskMame | Size (ME) | Failure Group | Quorum |
™ fdevigrididisks CANDIDATE 5028 L
[T idevigrididisks CANDIDATE 5028 [
F devrdskict1 00050 CAMDIDATE 5028 I
M Idevrdskic1t9d0s0 CAMDIDATE 5028 -

HMoter i you do ot zee the disks which you bebeve are avalable, check Dizk Discovery Path and readfarite permissions on the disks. The Disk
Discovery Path brdts set of disks considered for discovery,

Disk Discovery Path ideviarer, v idsk® | ehange Cisk Discovery Patn |

Click on the Shon Advanced Options button 1o changs the diskgroup sttributes, Diskonoup compatioity sftributes may need to be modited baced on the
usage of diskgroup for different versions of databases or ASM Cluster File Systems.

Action:
Type in a name for the disk group, select the redundancy you want to provide and mark the tick box for the
disks you want to assign to the new disk group.

DiskGroup: Creation

Creating DiskGroup FRA ...

DiskGroup: Creation Q@@

. biskaup FRA crested

l / successfully.

Action:
Click 'OK’

8. Run ASMCA to create diskgroups



v, ASM Configurati it: Configure ASM: Disk Groups

[ ASMinstances | Disk Groups [ Voumes | ESHCIEE FiE S EETE |

You Gan chonse 1o creabe & new disk group o acd disks to an existing disk group. To Creals dynamic yolumes, you nesd disk groups wih
11.2 ASH compatibility.

Tigt: To perform operations on & disk group, right mouse cick on the row.

Disk Groups

Disk Group Mame |size (o) |Free(3B)  |Usable (GB) | Redundancy | state [
DATA 14,70 1380 6.7 HORMAL MOUNTED(2 of 2)
FRA 5.82 963 482 MORMAL MOUNTED(Z of 2)

Creabe | | Mourd Al Dmmn.u.

Action:
Click 'Exit'

2% ASM Configuration Assist... @@@

Do you really want to quit this
? application?
[xes J[ mo |
Action:
Click 'Yes'

Note:

It is Oracle's Best Practise to have an OCR mirror stored in a second disk group. To follow this
recommendation add an OCR mirror. Mind that you can only have one OCR in a diskgroup.

Action:

1. To add OCR mirror to an Oracle ASM disk group, ensure that the Oracle Clusterware stack is running and
run the following command as root:

2. # ocrconfig -add +FRA

3. # ocrcheck

9. Run DBCA to create the database

As the oracle user start the Database Configuration Assistant (DBCA)

#su - oracle
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8cd /u01/app/oracle/product/11.2.0/db_1/bin

$./dbca

Database Configuration
Assistant

O -
ORACLE’

Intislizing. ..

Copyright (c )9, Oracle. Al righ
# Database Configuration Assistant : Welcome

Welcome to the Database Configuration Assistant for Oracle Real Application Clusters.

The Database Configuration Assistant enables you to create, configure, or delete a cluster

database and manage database templates. R also enables you to add and delete instances of a
cluster database.

Selectthe database type that vou would like to create or administer;
™ Oracle Real Application Clusters database

= Oracle single instance database

Cancel ) Help )

Action:
Select 'Oracle Real Application Clusters database' and click 'Next'

9. Run DBCA to create the database
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Cancel JI Help

)

Select the operation that you want to perform:
W Create a Database

 Configure Database Opfions
 Delete a Database
" Manage Templates

 Instance Management

ASM configuration operations must be performed using Automatic Storage Management
Corfiguration Assistant (ASMCA) from Oracle Grid Infrastructure home.

Action:

choose option 'Create a Database' and click 'Next'

9. Run DBCA to create the database
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## ' Database Configuration Assistant, Step 2 of 14 : Database Templates

Tamplates that include datafiles contain pre-created databases. They allow you to create a new
database in minutes, as opposed 1o an hour or more, Use templates without datafiles only when
necessany, such as when you need to change attributes like block size, which cannot be altered
after database creation.

Select Template Includes Datafilas
General Purpose or Transaction Processing g
i Custom Database Mo
[ Data Warehouse . Yes

Cancel ) Help ) £ Back Next

Action:
Select the database template that you want to use for your database and click 'Next'

9. Run DBCA to create the database
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' Database Configuration Assistant, Step 3 of 13 : Database |dentification

Cancel

|
J

Help

Cluster database configuration can be Policy-Managed or Admin-Managed, A Policy-Managed
database is dynamic with instances managed automatically based on pools of servers for
effective resource utilization. Admin-Managed database results in instances tied to specific
SEIVErs.

Configuration Type: ® Admin-Managed © Policy-Managed

An Oracle database is uniquely identified by a Global Database Name, typically of the form
"name.domain®,

Global Database Name: |ratdb

Adatabase is referenced by an Oracle instance on each cluster database node. Specify a prefix
to be used to name the cluster database instances.

SID Prefix |ratdb

Select the nodes on which you want {0 create the cluster database. The local node *solract®
will abwavs be used, whether or not it is selected,

Deselect All

& Dack Next ﬂ*Jl

Action:

Type in the name you want to use for your database and select all nodes before you click 'Next'

9. Run DBCA to create the database
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8 Database Configuration Assistant, Step 4 of 12 : Management Options

Enterprise Manager

[ Configure Enterprise Manager

C Reqlstarwith Grid Control for centralized management

Managerment Service | Mo Agents Found

# Configure Databiase Control for local management

™ Enable Alert Motifications

Qutgoing Mail (SMTE) Senver. [

Reciplent Emall Adrese: |
I™ Enahle Daily Disk Backup to Recoveny Area

Backup Start Time: Iﬁ ! IW |'& am © PM
Os Usemarme [
05 Password: [

Cancel ) Help ) +% Back | Mext i‘i

Action:
select the options you want to use to manage your database and click 'Next'

9. Run DBCA to create the database
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: Database Configuration Assistant, Step 5 of 12 : Database Credentials

For security reasons, you must specify passwords for the following user accounts in the new
database,

" Use Different Administrative Passwords

UzerMame Password Canfirm Password
SYs
SYSTEM

® Lse the Same Administrative Password for All Accounts

Password: H
Canfirm Password: i---

Cancel ) Help ) & Dack | Next ﬁi

Action:
Type in the passwords you want to use and click 'Next'

9. Run DBCA to create the database



#§ Database Configuration Assistant, Step 6 of 12 : Database File Locations

Specify storage type and locations for database files.
Storage Type: | Automatic Starage Management (ASM) |
Storage Locations:

 Use Database File Locations from Template

T Use Common Location for All Database Files

Database Files Location: | Browse,

® Uge Oracle-mManaged Files

Database Area: [+DATA Browse... |

Multiplex Redo Logs and Control Files. .

If you want to specify differant locations for any database files, pick any of the above options
except Oracle-Managed Files and use the Storage page later to customize each file
location. If you use Oracle-Managed Files, Oracle automatically generates the names for
database files, which can not be changed on the Storage page.

File Location Variables... )

Cancel | Help J % Back Mext J

Action:

Select the diskgroup you created for the database files and click 'Multiplex Redo Logs and Control Files'. In

the popup window define the diskgroup that should contain controlfiles and redo logfile and the diskgroup

that should contain the mirrored files.

Multiplex Redo Logs and Control Files Q@@

[tis recommended that online redo logs and control files he
wiitten to multiple locations spread across different disks to
provide greater fault tolerance.

Redo Log and Control File Destinations
+DATA

+FRY

h | B W -

%J Cancel | Help |

9. Run DBCA to create the database
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Choose the recavery options for the database:
¥ Specify Flash Recovery Area

This iz used as the default for all disk based backup and recovery operations, and i also
required for automatic disk based backup using Enterprize Manager. Oracle recommends Ihe1
the database files and recovery files be located on physically different disks for data protection

and peformance.

Flash Recovery Area; |4FRA Browse...

Flash Recovary Area Size; 3282 = [MBeytes -
!fﬂgﬁﬂjﬁleig@ﬁjﬁj Edit Archive Mode Parameters... |

File Location Variables...

Cancel ) Help | & Back Mext

Action:

Specify the diskgroup that was created for the flash recovery area and define the size. If the size is smaller
than recommended a warning will popup.

9. Run DBCA to create the database
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#§ Database Configuration Assistant, Step 8 of 12 : Database Content

Cancel

]

Help

J

Sample Schemas || Cu

Sample Schernas illustrate the use of & layered approach to corplewty, and are used by
some demonsiration programs. Installing this will give you the following schemas in your
database: Human Resources, Order Entry, Online Catalog, Product Media, Information
Exchange, Sales History. Itwill aiso create a tablespace called EXAMPLE. The tablespace will
he about 130 MB.

Specify whether or not fo add the Sample Schemas to your database,

[~ Bample Schemas

Action:

Select if you want to have sample schemas created in your database and click 'Next'

9. Run DBCA to create the database
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@ Database Configuration Assistant, Step 9 of 11 : Initialization Parameters

Mermary

 Typical
Memory Size (3GA and PGA): {265  MB [=] .
Percentage: 7% 250 MB 3928 MB

I Uise Automatic Memony Management Show Memory Distribution... }

T Custorm

Memory Managerment | Automatic Shared Memon Management |
SGH Size [i178 IEN
PGA Bize: [322 1= [mEves

Total Memanior Gracler 1571 MEBes

All Initialization Parameters... )

Cancel | Help | & Back Med =

Action:
Review and change the settings for memory allocation, characterset etc. according to your needs and click
'Next'

9. Run DBCA to create the database



i Database Configuration Assistant, Step 10 of 11 : Database Storage

Reado Log Groups

Create| Delete |

Cancel ] Help )1

SO storage ' Group Size (K)
il Controlile 1 51200
~ 2 31200
3 51200
4 51200

; File Location Variables... )

$ Eitkl Nexd ?2')

Action:
Review the database storage settings and click 'Next'

9. Run DBCA to create the database
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@ Database Configuration Assistant, Step 11 of 11 : Creation Options

Select the database creation options:
I Create Database
~I" Generate Database Creation Scripts

Destination [~ ; :
Directory; I‘”U'IQFJF'-I}raelefaummnammgcnm

Cancel | Help |
S A

& Back | med

Browse

Action:
Ensure the tickbox 'Create Database' is ticked and click 'Finish'

9. Run DBCA to create the database
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5%, Database Configuration Assistant: Summary

Create database with db name “racdb”.

Database Configuration Summary

Globhal Database Name: racdb

Node List: solrac1,solrac?
SID List: racdb, racdb2
Management Option Type: NMone

Database Configuration Details

Database Components

Create Database - Summary

Database Configuration Type: Admin-Managed Cluster Database

Storage Type: Automatic Storage Management (ASK)
Memory Configuration Type: Automatic Memory Management

Oracle Sy true
Oracle Text true
Oracle XML DE true
_ Save as an HTML file... |
oK | cancel | Help )
Action:

Review again the database configuration details and click 'OK'

9. Run DBCA to create the database



Database Configuration Assistant

+ Copying database files
Creating and stading Oracle instance
Reducing the risk Creating cluster database views

and disruption of Completing Database Creation
change

Change Assurance

Database Replay
Clone database creation in progress

[ — %

Log files for the current operation are located at:
fultfapp/oraclefcfotoollogsidbeairatdb

SQL Performance
Analyzer

.Database Configuration Assistant Q@@

Database creation complete. For details check the logfiles at:
ful1/appforacle/cfatoollogsidbcalratdb.

Database Information:
Global Datahase Name: ratdb
System ldentifier(SID) Prefic  ratdb
Server Parameter File name: +DATAlratdbispfileratdb.ora

Note: All database accounts except SYS and SYSTEM are
locked. Select the Password Management button to view a
complete list of locked accounts orto manage the database
accounts. From the Password Management window, unlock only
the accounts you will use. Oracle Carporation strangly
recomnmends changing the default passwords immediately after
unlocking the account.

Password Management... }I

Action:

The database is now created, you can either change or unlock your passwords or just click Exit to finish the
installation.

9. Run DBCA to create the database
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